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## Medical Aspect

### Clinical definition and types of brain haemorrhage

Brain haemorrhage is defined as a bleed in or around the brain tissue. It may be spontaneous, precipitated by an underlying vascular malformation, induced by trauma or related to therapeutic anticoagulation [1]. This can be caused by a blood vessel rupturing, typically due to high blood pressure, stroke or trauma to the head. The resulting bleeding, especially within the brain tissue, results in an increase in pressure on the part of the brain near the bleed, which pressure can potentially damage the effected brain tissue. The place of the ruptured blood vessel, the speed at which blood flows into the brain and the volume of the bleed can all be factors of the severity of the case, potentially leading to death. The region of the brain in which the bleed occurs tends to indicate the functions and bodily abilities the patient might lose, such as movement of one side of the body or speech. The increase in pressure in the region where the bleed occurs is due to blood irritating brain tissue thus making it swell. Although high blood pressure is often one of the main causes of brain haemorrhage, haemorrhagic stroke only amounts to roughly 20% of all stroke cases.

In the cases of head trauma, traumatic brain injury (TBI) is a possible occurrence. In the case of traumatic brain injury, the bleed in the brain is a result of an external force, such as a blow to the head in instances like motor vehicle crashes. In such cases, the brain is highly likely to move within the skull, potentially shearing the dura matter, of the innermost layer of the skull, and causing contusions, or bleeding and bruising in the brain. This thus implies that in the cases of trauma, a haemorrhage may be present even if there is no visible skull fracture. Given the typical causes of such pathology, it is most common in young adults. TBI is considered to be the highest cause of death in the people aged 15-24, and the third highest, after heart disease and cancer, in other ages [2]. For patients diagnosed with brain haemorrhage, a late or wrong diagnosis can potentially lead to disabilities or death, making the quick and correct diagnosis imperative for such cases.

There are five different types of haemorrhage. These are intracerebral haemorrhage (ICH), intraventricular haemorrhage (IVH), epidural haemorrhage (EDH), subdural haemorrhage (SDH) and subarachnoid haemorrhage (SAH) [3]. The location of the bleed determines what the original source was, for instance subdural and epidural haemorrhages are usually due to experienced trauma, sometimes having a scar related to them and are located towards the side of the brain, not inside [1]. Each of these types of haemorrhage has different qualities that are used to distinguish one from the other. At a basic level, a bleed can be classified as intra-axial or extra-axial. These two classifications are the broader categories, with each having more sub-categories. Intra-axial bleeds are ones which occur within the brain itself and include ICH and IVH whereas extra-axial bleeds are those occurring within the skull but external to the brain tissue and tend to be easier to treat. Extra-axial bleeds can be further classified into 3 sub-categories, namely EDH, SDH and SAH.

<Possibly enter image of haemorrhages?>

### Computed tomography

Computed tomography, or CT, relies on the principle of using x-rays transmitted through the body to analyse interior parts of the body in a non-invasive way, meaning without the need to operate. The underlying principle behind CT and how it works is that x-rays going through the body are absorbed to some extent, with the rate of absorption varying according to the medium they pass through. The rate of absorption is calculated by measuring the attenuation coefficient of the detected x-ray wave in comparison to the fixed emitted x-ray waves, which properties are known. The attenuation coefficient quantifies how much the detected x-ray signal is weakened after passing through a given material, and is used to calculate the density of the material [4]. This is the same principle behind conventional radiography, which is traditionally used to examine the skeletal structure for fractures and assess lung pathologies, amongst other applications [5].

The main difference between these two types of scans is that in CT a more sensitive detection system, typically making use of glass or crystal. This increased sensitivity gives the ability of detecting smaller changes in the absorption values, which in turn implies that finer detail, such as the distinction of density gradation within soft tissues can be observed. The detection system is connected to a computer, which is used to visualise these results [6]. Another important distinction between conventional radiography and CT is that while in the former a fixed x-ray tube is used, CT uses a motorised x-ray source that rotates around the circular opening through which the patient is passed, referred to as the gantry [7]. The advantage of this method over conventional radiography is that the images produced are cross-sectional, which eliminate the issue of the superimposition of structures obtained in an image produced by conventional radiography.

#### How CT works in general

When a CT scan is to be performed, the patient is placed such that the part to be examined is within the gantry, within which the x-ray emitter tube and detector are enclosed, opposite one another [8]. As the patient is passed through the gantry, the emitter and detector are quickly rotated, with the emitter producing a narrow x-ray beam. For every rotation, the data collected forms a cross-sectional image, known as a section or ‘slice’. The typical thickness of each section is between 1 and 10mm. Given that multiple rotations are performed, a number of adjacent sections are obtained, which can then be digitally stacked to form a 3D image of the patient. The 3D image can in turn be used to identify the location of basic structures and any abnormalities in an easier way [7]. The radiographer who plans and performs the CT examination decides the thickness of each section, considering the trade-off between accuracy and number of sections, according to the case at hand.

There are two main ways of scanning, which are the slice-by-slice, conventional CT scanning and the volume acquisition scanning, which is also referred to as ‘spiral’ or ‘helical’ [6]. In conventional slice-by-slice scanning, the patient is in a fixed position while a section is being scanned. In this way, the thickness of each section can be defined by how much the patient is moved between one complete scan and the next, and the position is defined by the position from which scanning starts [9]. The main drawbacks of this form of scanning are that it takes a longer time to scan the body section of interest, which can prove to be challenging with children and people who cannot hold still for a long time, and that the sections’ position and thickness are fixed while scanning and cannot be changed afterwards. In spiral scanning, the patient is constantly moved through the scanner, while the x-ray emitter and detector move continuously in one direction such that it traces a spiral path, collecting data continuously. In this way, a shorter time is taken to scan the section in question, thus eliminating inconsistencies due to breathing or slight movements. The data collected is stored as a volume, thus any required position within the body section can be obtained from the data set, either because it was scanned at that position or via reconstruction. Furthermore, spiral scanning facilitates the reconstruction in 3D form and the possibility of reconstructing the image in a different plane [6] [9].

#### Brain CT Scans

For the vast majorities of neurological disorders, CT or Magnetic Resonance Imaging (MRI) are used, since both give more information when compared to conventional radiography [6]. In CT scanning, scans are performed along the axial plane. Should other planes be required, in some cases they can be reconstructed from the axial plane result set.

When analysing a CT scan for abnormalities, there are three main radiological signs that one should look for. These are abnormal tissue density, mass effect and enlargement of ventricles. Abnormal tissue density refers to areas in the brain tissue that have higher or lower densities, thus are seen as lighter (hyperintense) or darker (hypointense), when compared to the rest of the brain. The mass effect is the displacement of the brain’s soft tissues due to an intracranial lesion [10] that was not always present and is taking up space, such as a bleed or a tumour. This can be seen in the scan as a compression or displacement in the lateral ventricles and shift in midline structures of the brain [6]. Finally, an enlargement of ventricles can be due to an increase in the volume of cerebrospinal fluid (CSF) in the brain. This can be easily noted in the scan when comparing the size of regular and abnormal lateral ventricles.

In CT scans, a fresh bleed is characterised by an area of hyper-intensity, and possibly surrounded by a hypo-dense area, known as oedema, which is caused by swelling [6]. The importance of correct diagnosis of the case based on the scan is vital in determining whether the patient requires immediate surgery or not, since in some cases operating the patient could potentially be harmful. CT scans, albeit being the best initial way of detecting these bleeds, can only visualise the largest aneurysms, which are usually the source of such bleeds.

ICH in CT scans can be easily seen as a hyperdense area, or a white patch, within brain tissue, and thus gives little difficulty in diagnosis provided the bleed is large enough to detect. IVH in CT has the similar hyperdense property but the location of the bleed is within one or both brain ventricles. EDH is usually lens-shaped, distinct, hyperdense area and usually associated with a skull fracture. Its shape is heterogeneous, meaning it is not uniform. SDH classically appears as hyperdense crescent-shaped area and is situated over the surface of a cerebral hemisphere, with a skull fracture potentially present but not necessarily so. SAH is the most difficult to detect, since generally the bleeds are small and dispersed [11].

## Computer aided diagnosis – brief overview and developments

Computer aided diagnosis (CAD) is a research area which bridges the gap between technology, more specifically Artificial Intelligence (AI) and the medical world. CAD can be currently considered as a major research area in medical imaging, technology and radiology. The background idea behind CAD is for the computer to analyse a medical case in a particular field and offer a “secondary opinion” to the radiologist, who is the person taking the final decision on the case. This thus implies that the computer, using a suite of tools in multiple areas, such as image processing and classification, can reach a conclusion on whether or not there is the pathology being tested for. With the use of such software, there can be cases where the radiologist misses to spot a problem, yet the computer detected a region of concern, thus triggering the attention of the radiologist and possibly improving the diagnosis. Considering the way CAD works, one can note that the concept of the system is to put equal weight on the computer result and the role of physicians and radiologists, without having one undermining the other, to reach a conclusion on whether the pathology being tested for is present or not. This alleviates some pressure from the performance of the system itself, in the sense that it is not necessary for the system to have a performance which is superior to that of the radiologist, but rather it being comparable and complimentary [12].

Although CAD has been popularised as a research area only recently, it has been around, in different forms, for quite some time. The history of computers as tools for diagnosis dates to the 1960s, where the idea of automated computer diagnosis started to emerge. The notion behind this movement was the general assumptions that computers can completely replace radiologists and physicians in identifying and diagnosing certain pathologies, given that the computer was proven to be superior to humans in other areas. This did not work out due to several factors, including the lack of sufficient computing power at the time, lack of advanced image-processing techniques and the lack of access to digital medical images. Overall, at the time, too much was being expected from computers, which led to the notion losing popularity and being deemed as unfeasible and impossible.

In the 1980s however, a different approach to automated computer diagnosis was introduced, where the system output can be used by the radiologist to help in the decision-making process, but not replace them. This system, dubbed as Computer-Aided Diagnosis was widely accepted as a concept and research interest in the area grew widely and rapidly. This was due to multiple factors, including the reduced performance expectations since the computer program’s output is combined with, rather than replacing, the radiologist’s expertise. This is not the case for automated computer diagnosis, where computer performance is of utmost importance given that the result is being issued solely by the computer. Performance in such cases is measured by specificity and sensitivity. For automated computer diagnosis, both of these factors are required to be very high, that is comparable or higher than that of radiologists, but given that the performance level of radiologists and physicians is much higher than that of a computer, lower specificity and sensitivity values are allowed in a CAD system. [12]

CAD is currently being researched extensively in the medical imaging realm. It has proven to be a very useful tool in the industry, particularly when it comes to the detection of breast [13] [14] and lung [15] [16] cancers. These areas were of great interest since lots of screening tests are performed to check for these pathologies. Given that most screened cases are normal, it may be tedious and time-consuming for the radiologist to go through each result, thus with CAD, these results can be fed through the system, and the computer flags which results have areas of concern. Such systems are nowadays available for clinical use.

## Pre-Processing, haemorrhage detection and segmentation

Once the CT scan images are obtained, the following step would be processing these images such that they can be checked for bleeds. With such techniques, one can determine if there is a region within the section which is suspected to contain haemorrhage, in this case, or any other pathology being tested for. The three main processes to detect whether there is a haemorrhage present in a CT image are pre-processing, segmentation and detection. For the purpose of this project, the procedures mentioned below have already been covered by the system that was developed by a graduate student, Mr. Napier, in his final year project [17].

### Pre-Processing

The pre-processing part involves mainly noise removal techniques. Medical imaging is known to produce images susceptible to visual noise, which can potentially make it harder to identify the bleed from other parts of the brain, specifically the brain’s white matter (WM) and gray matter (GM). Following the analysis carried out by Mr. Napier, the best noise removal technique was found to be a bilateral filter with a 5-pixel neighbourhood, colour standard deviation value of 10 and a space standard deviation of 2.5.

### Segmentation

Segmentation is the process of extracting information from a region within an image while removing other parts of the same image that are not required. This step was carried out twice in the course of determining whether a bleed is present or not. The first segmentation step was carried out to extract the brain tissue information and discarding the part of the image representing the skull, and the second segmentation was carried out to extract the bleed from the rest of the brain tissue.

The segmentation process is initiated with the removal of the head tissue from the skull. This was accomplished by making use of thresholding and contour methods. Once this step is complete, morphological operations, namely dilation and erosion were applied on the segmented image. Incorporating these two techniques has proven to help the system achieve better results. Dilation involves convoluting an image with a kernel containing a defined anchor point, which is usually situated at the centre of the kernel. This results in regions within the image containing a particular colour value expanding, based on the description of the kernel. This process was required so as to join disconnected bone structures within the brain. Conversely, erosion is a similar process with the opposite effect obtained. With erosion, the anchor point in the kernel is replaced such that bright areas in the image are shrunk, once again based on how the kernel is implemented.

Following the segmentation process, the result was presented as an image of the brain tissue on a black background. This was achieved by detecting the largest contour in the original image and using it as a mask. In this way, any pixels within the mask are retained as in the original image, whereas all other pixels outside the mask were set to black.

### Haemorrhage Detection

The main techniques used for the detection of the haemorrhage are clustering, thresholding and contour detection. In this step, the segmented brain image is considered, and the pixel intensities present in the image were grouped into four clusters, representing CSF, WM and GM, brain parenchyma and haemorrhage pixels respectively. Once this clustering is performed, the lower and upper pixel intensity thresholds were determined. The lower intensity threshold was set to be a value found half way through the third cluster and the upper intensity threshold was determined, through testing, to be 40 intensity levels above the lower threshold. By making use of a contour-finding algorithm, all the contours of joined pixel masses were obtained, and should the pathology be present, it is identifiable as the largest detected pixel mass.

In order to minimise the number of false positive detections, a number of features were implemented, which can be categorised in three different tests. The first test states that for a pixel mass to be considered a haemorrhage, the area of the mass must be greater than 3788 pixels, and at least 10,000 pixels smaller than the area of the original brain. The latter check was performed to eliminate the possibility of GM and WM being mistaken for haemorrhage should the skull be incorrectly segmented. Furthermore, the perimeter of the closed contour assumed to be the bleed itself must be 1.5 times smaller than the contour of the segmented brain image.

For the cases when a contour perimeter is less than 2000 pixels, the area enclosed by this contour is required to be between 2800 and 15,000 pixels and the contour perimeter of the segmented brain image is at least 4000 pixels longer than that of the haemorrhage contour.

The final test carried out takes into consideration the volume of the bleed. Should a bleed be present in the brain, it will appear in multiple consecutive slices. When the case is being processed, if a pixel mass obeys one of the two described tests, a counter is incremented. Should there be 4 or more consecutive sections containing a pixel mass corresponding to a bleed, the pathology is confirmed whereas if the consecutive slice count is less than 4, the case is considered free of haemorrhage.

## Technological Aspect

### Machine Learning

Machine learning is defined as an “application of Artificial Intelligence (AI) that provides systems with the ability to automatically learn and improve from experience without being explicitly programmed” [18]. In this area of computing, the main aim is to design software that uses a given dataset to learn and adapt itself without being hardcoded to do so. A machine learning algorithm is thus designed with the aim of finding patterns in the data given and alter the internal workings to make better decisions based on the training set provided. Machine learning algorithms can be divided into three main categories, which are supervised learning algorithms, unsupervised learning algorithms and reinforcement algorithms.

In supervised machine learning algorithms, the training dataset is clearly labelled, in the sense that for a given set of input parameters, the expected output is known. When the training data is fed to the algorithm, the learning algorithm develops a function that produces predictions of the output values. These predictions are then compared to the expected outputs to find errors and correct the developed model accordingly. This model is more widely used, and the majority of practical machine learning techniques use supervised learning.

In unsupervised machine learning algorithms, on the other hand, the training dataset is neither classified nor labelled. When this training dataset is fed to the algorithm, there is no right or wrong answer that is produced. This means that for the input training set, there is no expected output defined. The algorithm is designed to find similarities in the provided dataset and derive a function that defines the hidden structure within the unlabelled data, thus this technique is mainly used to learn more about the data being fed to the system.

In real applications however, the vast majority of machine learning systems incorporate a combination of these two techniques. In these applications, which are referred to as semi-supervised learning, there is a large volume of input data, with only a small subset being labelled. These applications were built given that the process of labelling all the input data is highly time-consuming and can potentially be expensive if the data labelling process requires the help of experts in the domain, while on the other hand, unlabelled data is cheap and easy both to collect and store. In some applications, and for the problem being tackled, a small dataset of labelled data can be used to train the application such that when feeding unlabelled data, a better prediction can be made based on the modifications to the model made via the labelled training data. The newly labelled data can then be fed back to the supervised learning system to further adjust the model for new unlabelled data [19].

The third type of machine learning algorithms is reinforcement learning. In this approach, machines and software agents determine the ideal behaviour based on the context that the application is being used for by interacting with the surrounding environment, producing an action and discovering if the said action causes a reward or error via the reinforcement signal. In these cases, machines and software agents learn, through trial and error, which is the optimal decision based on the context to provide maximum performance [18].

### Classification

Classification is the task of labelling data from a set into one of many subsets or classes. This technique can be applied to data in different formats, such as images, audio and text. While classification is considered to be a relatively easy task for the human being, it has proved to be quite a challenging task for machines, given the complexity of the problem in itself. However, with the increase of computational power, classifiers have gained more popularity and performance power, which is leading to them being used in an ever-growing number of applications.

Image classification, in particular, refers to the task of extracting information from a raster image, and categorising all pixels in an image into one of multiple classes. The whole concept of image classification is mapping regions of an image to particular predefined classes, and with sufficient training this can be achieved quite accurately. Given that image classification is a subset of machine learning, all forms of learning algorithms can be applied to the problem. Some of the most common image classification techniques include support vector machines (SVMs) and Neural Networks (NNs).

In most applications, supervised classification algorithms are applied, either for the entire span of the network operation or as the training potion of the classification algorithm. These algorithms include Nearest Neighbour Algorithms, SVMs and NNs. In supervised classification, each case within a class tends to have common characteristics, such as the mean, covariance matrix and the minimum and maximum grey levels in the applicable class, which values are obtained by calculations during the image processing stage.

There are various classifier types that can be used for this application. The main types of classifiers can be divided into different categories such as linear classifiers, such as Naive Bayes and statistical such as logistic regression, decision trees, SVMs and NNs. The choice of which classifier to use depends on multiple factors, such as the number of cases available to train the classifier, previous knowledge of class probabilities and exactness of such knowledge, and computation complexity requirements.

Apart from choosing the classification algorithm, another decision needs to be made with regards to the evaluation methods. These methods give an estimate to the performance of the classifier by measuring the error rate. These methods describe how to use the currently available dataset to train and test the classifier. Methods such as redistribution uses full dataset to first train the classifier and then reuse the same dataset to test it, which is easy to implement yet gives a highly optimistic error rate. Other methods, which are more realistic, include partitioning the dataset into two groups for training and testing, which can be done in various ways, such as splitting the dataset once, with the training set being significantly larger than the testing set as done in data partitioning [20].

### Classifier Types

As already mentioned in the previous section, there are various types of classification algorithms that can be employed based on a number of factors. The three most commonly used classification algorithms are KNNs, SVMs and NNs, as indicated above.

#### K-Nearest-Neighbours (KNN) Classifiers

The KNN algorithm is an easy, robust and versatile way of implementing classification, and is typically used as a form of comparison metric when considering other more complicated classification algorithms. Despite the algorithm being relatively simple and straight-forward to understand, it has proven to beat more complex classifiers in a number of tasks. This algorithm is considered as a supervised learning algorithm, as well as a non-parametric and instance based learning algorithm. This means that no explicit assumptions are made by the algorithm about the form of the function that eventually maps the inputs to the outputs, and that the algorithm remembers the training instances which are used as the knowledge when predicting a test case outcome, rather than an entire model. While KNNs are great as an initial form of testing on data that is to be fed into more complex systems, it is a very computationally intensive algorithm, which leads to a very long testing phase.

The algorithm makes a prediction on a test case by seeing under which class the nearest *k* neighbours fall, and the test case is classified in one of the classes based on the classification in which the majority of the nearest neighbours are classified in. Programmatically, this is done by computing the difference between the test case and each of the training cases, selecting the *k* training instances that give the minimum difference. Considering the subset of *k* training instances, the test case is assigned to the class with the highest conditional probability, i.e. to the class in which the majority of these *k* neighbours is found.

As it can be seen, the value of *k* is one of the most important parameters in this classifier setting. In this setup, *k* can be any positive integer. A small value of k provides a fit with low bias but high variance, whereas a large value of *k* help in making the algorithm resilient to outlying points, which translates to a lower variance but increased bias. The choice of *k* depends on application, and a parametric analysis can easily determine the best value for *k* [21].

#### Support Vector Machine (SVM) Classifiers

The SVM algorithm is a supervised learning algorithm which can be applied to both classification and regression. Each data point in the training set is plotted in an n-dimensional space, with the number of dimensions corresponding to the number of features being taken into consideration. Following some processing, each data point is translated into a coordinate in this space [22]. The algorithm tries to find an optimal decision plane that defines the boundary between any two classes, referred to as a hyperplane. Hyperplane selection is based on two main principles: best possible class segregation and maximising the margin, which is how far the nearest data points are from the hyperplane. In order to find the ideal hyperplane for a dataset, one might require the use of a kernel, which is a transformation function that converts a low-dimension space into a more complex, higher dimension space in which the dataset can be linearly separable.

This algorithm has proven to be useful in multiple cases, particularly those where a clear distinction between the classification classes exist, in highly dimensional spaces and in classification cases where there exist more dimensions than samples. However, the algorithm performs poorly when the dataset is large due to the increased training time and in cases with overlapping classification classes. Furthermore, the algorithm does not inherently provide probabilistic measures of correctness, which would have to be computed using other, computationally expensive, functions [23].

#### Artificial Neural Networks (ANNs)

An ANN is a “parallel computational network made up of interconnected neurons” [24]. An ANN is formed of multiple nodes, referred to as neurons, which are connected to other neurons in previous and following layers, and were designed as a computational version of how the human brain works. The structure of a neural network is analogous to the structure of the brain, in the sense that each neuron is connected to several other neurons [25].

In a biological neuron, the dendrites are hair-like extensions of the soma which collect inputs from other neurons connected to it, the soma processes these inputs. Following the input processing by the soma, the axon converts these processed inputs into an output, which is then sent out of the neuron via the synapses, which are the structures connecting one neuron to another, effectively passing the output of the neuron in question as an input to a set of other neurons connected to it. In a similar way, an artificial neuron is designed to incorporate these four different functions performed by the biological neurons. The inputs to the neuron are multiplied to some weight value *w*, which vary for each input. There weighted inputs are then summed together, and a transfer or activation function is applied to them to produce an output. This output is then fed to neurons in the successive layer or as an output to the network should the neuron be in the output layer [26]. This similarity between a biological and an artificial neuron can be seen in Figure 2.1.

Figure 2.1: Analogy between a biological neuron and an artificial neuron [26]
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In an ANN, neurons are divided in a number of layers, namely the input layer, output layer and one or more hidden layers. In any one of these layers, each neuron is connected to every other neuron in the successive layer, if any, and receives inputs from every neuron in the previous layer, making the structure fully-connected. The input layer for the neural network represents the number of dimensions in the data, whereas the output layer consists of the number of classes in which an input can be assigned to. The number of dimensions in the input are fed into the network one by one as a normalised weighted value to each of the input layer neurons. Each of the input neurons performs the weighted sum which passes through the activation function and produces an output, which is propagated into the next layer. The output propagates forward in the network in the same way until reaching the output layer, where each neuron outputs a normalised value corresponding to the probability of the given input being classified into that class.

ANNs can be designed to follow supervised learning and unsupervised learning, based solely on the data being fed and how the weights are adjusted to reach a local minimum, however the most common structure for an ANN used as a classifier is using supervised learning to train the network and backpropagation to adjust the weights after every training iteration.

One of the major advantages of neural networks over other systems is their ability to infer results based on input-output relationships and other underlying rules in the data. Even though the network requires a significant amount of training thus requiring large processing times especially for larger structures, the structure allows for information to be processed in a highly parallel way, thus speeding this process. Given that the network is designed to learn patterns in the data, the same structure can be reused for other purposes without having to alter the structure of the network within itself.

### Previously developed systems

The task of developing an automated classification system for brain haemorrhage in CT and MR images is no new topic in CAD systems. There have been many attempts in the development of a reliable, robust system that can cater for such a need. While for MR images this was quite successful, the research in CT images still has room for improvements. Considering what was done previously in the area, one can see that there have been several attempts to address the research area, using different algorithms. The two most common classifiers used in Brain CT scan classification are the K-Nearest Neighbour Classifier and the Artificial Neural Network. Shahangian *et.al.* [27] compared the accuracy of KNN and ANN algorithms for classification and found that using a multilayer perceptron (MLP) neural network with 14 input nodes representing the 14 features extracted from the CT image, 12 hidden-layer neurons and 3 output neurons gave much better results when compared to using the KNN algorithm. An improvement on the obtained result was observed by applying a genetic algorithm (GA) to the input features to select the best features to be used for classification. This yielded an improvement for both the KNN and ANN classifiers. When testing the classifiers, the image set consisted of EDH, SDH and ICH bleeds mixed with normal images. 50% if the image set was used as the training set for the KNN classifier and the other 50% was used for testing, whereas the dataset distribution for the ANN structure was 70% for training and 30% for testing the system.

In another study, Sharma *et.al.* [3] created an ANN structure with 16 features fed as inputs, 30 neurons in the hidden layer and 3 outputs, classifying EDH, SDH and ICH. Their study used 100 brain CT images, with haemorrhage present in all images. 70% of the dataset was used to train the network and the remaining 30% were used to test the system.

In a third study carried out by Balasooriya *et.al* [28], an ANN structure was designed and tested. The number of input features were 3 – the number of closed-contour objects detected; 1 if SDH since the skull and brain are ‘attached’ or 2 if ICH since it is separate from the skull; the area of the first closed contour typically the brain itself, and the area of the second closed contour if applicable. For this study, the number of hidden-layer neurons was varied and it was determined by the author that 15 neurons was the best option. The number of samples available for this implementation were 50, where 80% were used for training and 20% for testing. In the table below, one can see the observed accuracy levels for each of the cases mentioned above.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Author | Classifier type | Hidden layer Neurons | Total cases | Training set | Testing set | Accuracy |
| Shahangian [27] | KNN without GA | N/A | No information | 50% | 50% | 53.33% |
| Shahangian [27] | KNN with GA | N/A | No information | 50% | 50% | 60% |
| Shahangian [27] | ANN without GA | 12 | No information | 70% | 30% | 86.7% |
| Shahangian [27] | ANN with GA | 12 | No information | 70% | 30% | 93.3% |
| Sharma [3] | ANN | 30 | 100 | 70% | 30% | 97% |
| Balasooriya [28] | ANN | 15 | 50 | 80% | 20% | 97.8% |

Table 2.1: Findings from previous work

When considering all the above studies, which were the ones most relative and comparable to the study being carried out, it was noted that there seemed to be a similarity in the haemorrhage cases being analysed. As noted above, the previous research papers limited their systems to cover only ICH, SDH and in some cases EDH. This is mainly because SAH is very difficult to detect due to it being highly dispersed throughout the brain and is spotted in CT scans as numerous small patches of blood in the subarachnoid space.

## Conclusion

From the analysis of previous work carried out in relation to this problem, one can see that while there has been some research carried out, there is still room for improvement and further research. It can be clearly seen from the comparison performed in the previous section that the best results thus far have been achieved using a single hidden layer ANN using several features from the CT image as inputs to the system. Considering this, one can argue that there is still room for experimentation with the type of classifier being used, with the intention of seeing if the accuracy can be increased further.

The first conclusion that can be reached following the analysis of previous work is that the types of haemorrhage being classified is not the full range of possible diagnoses. Out of the five different haemorrhage types, only two were considered for classification in these studies. This can be due to different reasons, one of which is the potential lack of cases of the types of haemorrhage not classified. Another reason behind the lack of classification of different types could be that the developed system was not intelligent enough to recognise the haemorrhage type since not enough information was being extracted about the bleed. As Balasooriya *et.al* [28] mentioned in their section on further improvements, the three parameters being fed into their network were not enough to help distinguish between EDH and SDH since they both give the same number of objects and roughly the same area. For the detection of SAH, their suggestion is to take into consideration the histogram value of all objects, since such a pathology can be seen spread throughout the image.

Another conclusion that can be reached is that the ANN structure is the most successful in classifying correctly these haemorrhage types. Considering the study that targeted the widest variety of haemorrhage detection, Sharma *et.al.* [3] classified between EDH, SDH and ICH with 97% accuracy, using 16 features as inputs to the designed ANN classifier. This shows that the current research is highly accurate, but there is still room for improvement.

# Design and Implementation

This chapter contains an in-depth explanation of each of the components and modules forming the proposed CAD classification system. The haemorrhage detection system designed by Mr. Napier [17] will be treated as a standalone, autonomous system, given that how that system was designed is not within the scope of this project, however, this chapter will contain some explanation of the slight modifications made to this algorithm such that the required images were extracted, and more bleeds were detected. The components relating to feature extraction from images, the neural network structures and the training and testing phases of the neural network classifiers built will be explained in more detail. The system will then be presented as a final program, with an overview of the required inputs, how the proposed system communicates with the detection system and produced outputs.

## Overview of the Proposed System

Figure 3.1: Flow Diagram of the implemented CAD Classificaiton System
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As it can be noted from Figure 3.1, the proposed system will be formed of four major steps. These are haemorrhage detection, feature extraction, neural network training and neural network testing. The implemented system, excluding the detection system, was built using Python in conjunction with OpenCV and SciKit libraries in Ubuntu. It is important to note that since the implemented system was designed to build upon the output of the detection system, all the restrictions of the detection system were inherited to this system. The functionality of each of the steps depicted in the flow chart will be further explained in detail in the coming sections within this chapter.

## Haemorrhage Detection System

As indicated earlier on, the study being carried out is based on the work carried out by Mr. Napier in his final year project. This work involved performing image processing techniques on individual brain CT slices and determine if a bleed is present or not. This system was built using C++ and OpenCV libraries, and as an output, each CT slice was displayed on the screen, with a red drawing around the area considered to contain a bleed, if present. The detection system determines if a CT slice contains the pathology based on the area and perimeter of the largest closed contour noted, other than the brain itself, and the number of consecutive slices in which the pathology was deemed present by these same checks was used to determine if these marked closed contour form a volume which translates to an actual bleed in the brain. The latter check was added, along with other checks, to ensure that the number of false positive cases detected is kept at a minimum.

The first step in the development of this full program was to understand what Mr. Napier’s program does, how the images are being processed and how haemorrhage was being considered present or not. Firstly, it was noted that for Mr. Napier’s program to work, the directories from which the input images are read and images from the different stages of the algorithm are stored need to be changed since absolute paths were used to access such directories. This was outlined in the program execution instructions text file included with Mr. Napier’s work, and thus before being able to run the program these paths were changed accordingly, and the folder hierarchy was set up as suggested.

For the program being developed in the study, it was determined that two images were required to extract the features of the bleed, if present in the first place. These were the grayscale image following the segmentation process and the binary image obtained following the binary thresholding step. For this purpose, some additional lines of code were written to save these images in a different directory, which will then be referenced by the newly developed system to perform feature extraction. The location in which these two images were stored varied on what the purpose of the input CT case was. This was done so that images with the intention of being used for training the neural networks were stored in a different folder from those that were used to train the system.

Given that the system built by Mr. Napier was written in C++ and it was chosen that the built system for this study was to be written in Python, the main issue to sort out was how to make the developed system communicate with the system being built. To mitigate this difference, there were two options to choose from, which were developing a wrapper class for the C++ code of the detection system to be then used from the classification program directly or else treating Mr. Napier’s program as a standalone application that can be run directly without the application having any direct communication with the new system. Given that the detection algorithm was already designed to be completely standalone, the only information deemed required from this system are the two images outlined above, and there is no need for direct communication between one system and the other during runtime, it was decided that the latter option is a more suitable solution. Thus, any changes made to the detection program were done just once, the code was compiled and only the executable file was accessed by the new system. Furthermore, it was deemed appropriate to have the final proposed project run as an entire system by using just one command. For this purpose, the *system* function within Python’s OS module [29] was used. This function takes as parameter a string which is then executed directly within a subshell. In this way, the haemorrhage detection program was executed within a subshell by passing the command to execute a C++ executable file as the parameter to this function. It is important to mention at this stage that should this program be executed in an operating system other than Ubuntu or another Debian Linux distribution, this command parameter might need to change since it is operating system dependent.

For the haemorrhage detection program, the original system outputs were retained and are still presented to the user. These outputs include the image of the segmented brain, which would have a dark pink outline around the detected haemorrhagic region and the preliminary classification output displayed through command line output.

## Feature Extraction

The first step performed by the classification system was to extract features from the images obtained from the detection system. Feature extraction is the process of analysing input data that is too large and containing redundancies such that it is transformed into a reduced set of more valuable features. The main goal behind this is obtaining more relevant information from the data using a smaller number of dimensions [30]. The dimensions of the input data will eventually become the number of inputs used by the neural network architecture. Given that the study concerns images, the full input set for one image would be all the pixels within the image being analysed. Apart from the fact that these images can be of different sizes, there are lots of regions within the image that have identical or near-identical pixel values, which can be grouped together to reduce the number of input dimensions of the data, hence reducing the number of input layer neurons needed for the neural network.

Following the analysis of previous work carried out in the area, as seen in Table 2.1 above, all work featuring the use of neural networks makes use of feature extraction to reduce the number of inputs. The two most relevant studies show that the average number of neurons was 15 - Shahangian *et.al.* [27] used 14 whereas Sharma *et. al.* [3] used 16 different features. Most of these features are common to both studies, and it can be seen that they are divided into three main categories: shape features, intensity features and texture features. The combination of all the extracted features would result in a unique input pattern, which can then be used to train the neural network or test the trained neural network for accuracy. Based on what was already built, it was noted that there were some features that were presented in one study and not the other, and thus it was decided to implement all the features seen in these studies. For this reason, the built system extracts a total of 18 features.

The 18 features extracted for every image with a suspected haemorrhagic region in it were divided into two main groups in the program, which were the grayscale features and the shape features. Correlating these feature classes to the ones mentioned above, the grayscale features class incorporates the intensity and texture feature classes. This was done since overall, the intensity and texture features were related to the grayscale image, whereas the shape features were more easily obtainable from the binary threshold image, which in turn explains why two different images were extracted from the detection system with the intention to be used as inputs for the classification system.

As mentioned above, the feature extraction process was divided into two main categories, with each category having its own function of computing all features that can be extracted from the image assigned to it. From the grayscale image a total of ten features were extracted and from the contour image the remaining 8 features were extracted. The following subsections will contain more in-depth information on which features were extracted for each of the two images.

### Grayscale Image Features

The grayscale image feature extraction mainly covers the collection of information that relates to the intensity and texture of the segmented brain image. The intensity features mainly give first order statistical information on the image and depend on all the individual pixel intensity values within the image. The extracted intensity features include:

1. Mean: the average pixel intensity value within the image

The mean was obtained by using the inbuilt *mean* Python function [31].

1. Variance: how far the pixel intensity values are from the mean within the image

The variance was obtained by using the function within the NumPy library [32].

1. Skewness: the measure of asymmetry of the data around the mean

The skewness was obtained by using the *skew* function within the SciPy library [33].

1. Kurtosis: the amount of probability in the tails of the distribution compared to the normal distribution

The kurtosis was calculated using the function within the SciPy library [34].

For the skewness and kurtosis, the SciPy functions require that the input array on which these statistics are to be performed should be 1-dimensional. For that reason a copy of the image matrix was made, and the Python default *flatten* function was used to convert the 2D image array into a 1D array as required.

The second set of features that were extracted were texture features. In order to obtain these, the Gray Level Co-occurrence Matrix (GLCM) was required. These GLCM matrices were generated using the *graycomatrix* function within the SciKit image toolbox for SciPy [35]. The GLCM describes second order texture analysis, meaning the relationship between groups of two pixels, referred to as the reference and neighbour pixel within the image [36], where the typical neighbouring pixel considered is the one to the right of the reference pixel. This creates GLCM matrices that vary according to the orientation of the image. Considering this, in order to obtain a rotationally invariant GLCM matrix, four individual matrices were generated, each one with a different rotation angle and the mean of all four matrices was obtained. The angles of rotation chosen are 0°, 45°, 90° and 135°, which altogether cover all neighbouring pixels of any reference pixel. Once the rotation-invariant GLCM matrix was obtained, the following properties were obtained.

## Neural Network Design

## Neural Network Training Phase

## Neural Network Testing Phase
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